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Foreword

 

This document provides a focused and in-depth look at the opportunities and drivers for the
enhancement and evolution of the International Space Station (ISS) during its assembly and until
its assembly complete (AC) stage. These enhancements would expand and improve the current
baseline capabilities of the ISS and help to facilitate the commercialization of the ISS by the pri-
vate sector. The intended users of this document include the ISS organization, the research com-
munity, other NASA programs and activities, and the commercial sector interested in
opportunities that the ISS offers.

The purpose of this document is threefold. First, it provides a broad integrated systems view
of the current baseline design of the ISS systems and identifies potential growth and limitations of
these systems. Second, it presents current and future options for the application of advanced tech-
nologies to these systems and discusses the impacts these enhancements may have on interrelated
systems. Third, it provides this information in a consolidated format to research and commercial
entities to help generate ideas and options for developing or implementing new technologies to
expand the current capabilities of ISS and to assist them in determining potential beneficial uses of
the ISS. The content of this document ventures beyond the current designs and capabilities of the
ISS towards its future potential as a unique research platform and engineering test bed for
advanced technology. It provides an initial source of information to help stimulate the government
and private sectors to develop a technological partnership in support of the evolution and commer-
cialization of the ISS. 

The ISS Evolution Data Book is composed of two volumes. Volume I contains the baseline
descriptions with section 1 being an introduction to Volume I. Section 2 provides an overview of
the major components of the ISS. Section 3 summarizes the ISS baseline configuration and pro-
vides a summary of the functions and potential limitations of major systems. Section 4 outlines the
utilization and operation of the ISS and furnishes facility descriptions, resource time-lines and
margins, and a logistics and visiting vehicle traffic model. Volume II contains information on
future technologies, infrastructure enhancements, and future utilization options and opportunities.
Section 1 is an introduction to Volume II. Section 2 identifies the advanced technologies being
studied by the Preplanned Program Improvement (P

 

3

 

I) Working Group for use on ISS to enhance
the operation of the Station. Section 3 provides information on the advanced technologies that go
beyond the efforts of the P

 

3

 

I Working Group. Section 4 covers the commercialization of the ISS.
Section 5 provides options for advanced research opportunities. Section 6 summarizes the analysis
performed for several design reference missions (DRM’s) that are being considered for postAC
utilization and enhancements. Section 7 provides utilization opportunities that may enhance the
efforts of the human exploration and development of space (HEDS) missions. Section 8 provides a
synopsis of the derived synergistic technology investment areas that are being considered for ISS
utilization.

The contents of this document were gathered by the Spacecraft and Sensors Branch, Aero-
space Systems, Concepts and Analysis Competency, Langley Research Center (LaRC), National
Aeronautics and Space Administration (NASA). This document will be updated as the current
configuration of the ISS evolves into its AC state and beyond. Much of the baseline configuration
description is derived from the International Space Station Familiarization Document, TD9702,
ISS FAM C 21109, NASA Johnson Space Center, December 1997.
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1. Introduction

 

The International Space Station (ISS) will provide an Earth-orbiting facility that will accom-
modate engineering experiments as well as research in a microgravity environment for life and
natural sciences. The ISS will distribute resource utilities and support permanent human habitation
for conducting this research and experimentation in a safe and habitable environment. The objec-
tives of the ISS program are to develop a world-class, international orbiting laboratory for con-
ducting high-value scientific research; to provide access to the microgravity environment; to
develop the ability to live and work in space for extended periods; and to provide a research test
bed for developing advanced technology for human and robotic exploration of space.

The current design and development of the ISS has been achieved through the outstanding
efforts of many talented engineers, designers, technicians, and support personnel who have dedi-
cated their time and hard work to producing a state-of-the-art Space Station. Despite these efforts,
the current design of the ISS has limitations that have resulted from cost and technology issues.
Regardless, the ISS must evolve during its operational lifetime to respond to changing user needs
and long-term national and international goals. As technologies develop and user needs change,
the ISS will be modified to meet these demands. The design and development of these modifica-
tions should begin now to prevent a significant lapse in time between the baseline design and the
realization of future opportunities.

For this effort to begin, an understanding of the baseline systems and current available oppor-
tunities for utilization needs to be achieved. Volume I of this document provides the consolidated
overview of the ISS baseline systems. It also provides information on the current facilities avail-
able for pressurized and unpressurized payloads. Information on current plans for crew availability
and utilization; resource timelines and margin summaries including power, thermal, and storage
volumes; and an overview of the ISS cargo traffic and the vehicle traffic model is also included.

This information is general and does not provide the relevant information necessary for
detailed design efforts. This document is meant to educate readers about the ISS and to stimulate
the generation of ideas for the enhancement and utilization of the ISS either by or for the govern-
ment, academia, and commercial industry. This document will be kept as up-to-date as possible.
Revisions to this document will be made as necessary to ensure that the most current information
available is accessible to the users of this document. Much of the baseline configuration descrip-
tion is derived from the International Space Station Familiarization Document, TD9702, ISS FAM
C 21109, NASA Johnson Space Center, December 1997.

The developers of this document welcome comments, questions, or concerns regarding the
information contained herein. We are looking for input that will enhance sparse areas of the docu-
ment with additional information, as well as suggestions for refining areas that may contain exces-
sive information outside the scope of this document. Please direct any issues or suggestions
regarding the ISS Evolution Data Book to

Catherine Jorgensen
ISS Evolution Data Book Manager
FDC/NYMA/M.S. 328
NASA Langley Research Center
Hampton, VA 23681-2199
Phone: (757) 864-1455
E-mail: c.jorgensen@larc.nasa.gov
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3.2. Thermal Control System 

3.2.1. Introduction

Throughout the life of the Space Station, experiments and equipment inside the modules are
generating heat that must be removed. Outside the modules, experiments and equipment must be
protected from the environment in low Earth orbit. The purpose of the TCS is to maintain Space
Station equipment and payloads within their required temperature ranges. Information from the
documents listed in the bibliography (section 3.2.6) was used to compile this section.

3.2.2. Overview of TCS

The TCS is required to collect, distribute, and dispose of up to 30 kW average (26 kW mini-
mum continuous) waste heat from user payload heat sources at AC. This requirement is applicable
during normal operational modes and with orbit solar beta angles between −52° and +52°. All
other TCS requirements flow down from this 30-kW requirement.

The United States and the IP have agreed to all allocations of thermal capability.

3.2.3. Architecture and Components for TCS

The ISS TCS is composed of passive and active thermal control systems as shown in
figure 3.2-1.

3.2.3.1. Passive Thermal Control System

3.2.3.1.1. Purpose. The passive thermal control system (PTCS) is responsible for maintaining
USOS structures and external equipment within an allowable temperature range. With no fluid
interface, it isolates USOS elements from the external environment. PTCS components are
designed to minimize maintenance and refurbishment.

3.2.3.1.2. PTCS Components. The four components used in the PTCS are insulation, surface
coatings, heaters, and heat pipes. These components are used to maintain temperatures within
acceptable ranges based on the local thermal environment and are discussed as follows:

Figure 3.2-1. TCS architecture.
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Multilayer insulation:  Multilayer insulation (MLI) is used to control heat transfer rates and
minimize temperature gradients. The MLI consists of several layers of aluminized DuPont
Kapton polyimide and beta cloth sandwiched together. MLI is used both inside and outside
the modules, on truss segments, and on ORU’s. It is also used as a safety device to prevent
crew contact with extreme temperatures.

Surface coatings and paints: Since thermal requirements vary from location to location,
surface finishes vary throughout the Space Station. Thermal coatings and paints must be
compatible with the environment and must be resistant to atomic oxygen and radiation. Dif-
ferent types of finishes are used to provide various degrees of thermal control for equipment.
By using coatings or paints with different emissivity or absorptivity characteristics, an ORU
can either be “warmed” or “cooled” as required.

Heaters: Electrically powered heaters are used in locations where it is impossible or imprac-
tical to satisfy both high and low temperature requirements through the use of other PTCS or
active thermal control system (ATCS) implementations. Over 300 heaters are used through-
out the USOS on ORU’s and modules.

Heat pipes: Heat pipes provide a near-isothermal method for transporting heat over short
distances and have no moving parts. A heat pipe operates by using the latent heat of vapor-
ization of a working fluid (ISS applications use ammonia) to absorb heat at one end of a pipe
and reject the heat into space at the other end. Heat pipes are used on the USOS to provide
additional heat rejection for two DDCU’s mounted on the Z1 truss segment and the two
node 1 MDM’s mounted on the pressurized mating adapter 1 (PMA 1).

3.2.3.2. Active Thermal Control System

An ATCS is required when the environment or the heat loads exceed the capabilities of the
PTCS. As shown in figure 3.2-2, an ATCS uses a mechanically pumped fluid in closed-loop cir-
cuits to perform three functions: heat collection, heat transportation, and heat rejection.

Figure 3.2-2. USOS ATCS architecture.
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3.2.3.2.1. Overview. USOS ATCS is composed of internal systems that collect heat from equip-
ment within elements and an external system that rejects the heat to space. The internal thermal
control system (ITCS) uses water because it is an efficient thermal transport fluid and is safe
inside a habitable module. The early external thermal control system (EETCS) uses anhydrous
ammonia because of its high thermal capacity and wide range of operating temperatures. The
water and ammonia used in the ITCS and EETCS remain in a liquid state throughout the system.

All pressurized elements are outfitted with an ITCS. Some elements, such as node 1, only con-
tain some heat collection devices and fluid lines, whereas other elements have complete thermal
loops. The purpose of the Lab ITCS is to maintain equipment within an allowable temperature
range by collecting, transporting, and rejecting waste heat.

3.2.3.2.2. ITCS Lab Components. The components that make up the ITCS can be categorized by
function into three major groups: heat collection ORU’s, heat transportation ORU’s, and heat
rejection ORU’s. A schematic block diagram of the ITCS is shown in figure 3.2-3, and a descrip-
tion of the function hardware is as follows:

Heat collection units: The ITCS uses cold plates and heat exchangers to collect heat. Most
heat collection devices are located in the racks and others are located in the end cones of the
pressurized elements.

Figure 3.2-3. ITCS.
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Heat transportation units: Heat transportation components include pumps, lines, accumu-
lators, filters, quick disconnects (QD’s), and valves. These components move and direct the
flow of water around the loops.

Heat rejection units: The interface heat exchangers (IFHX’s) are the heat-exchange inter-
faces between the two ITCS loops and the EETCS. The IFHX’s are mounted on the aft end
cone of the Lab external to the pressurized volume.

3.2.3.3. Early External Thermal Control System 

Because the Lab becomes operational before the permanent external thermal control system
(ETCS) is assembled, a temporary external cooling system is needed. External cooling from the
Russian segment is not possible because no operational interfaces exist between the USOS and the
ROS thermal systems. Instead EETCS acts as a temporary thermal system. The EETCS is needed
until the components of the permanent ETCS are launched and activated. Once the permanent
ETCS becomes operational, the EETCS is deactivated. After deactivation, portions of the EETCS
are used as components on PVTCS loops. Figure 3.2-4 shows a schematic block diagram of the
EETCS. Note the similarities in the functional hardware between the ITCS in figure 3.2-3 and the
EETCS in figure 3.2-4.

3.2.3.4. External Thermal Control System 

The ETCS replaces the EETCS and, once operational, continues the critical functions of col-
lecting, transporting, and rejecting waste heat from USOS elements. Much like the EETCS, it is a

Figure 3.2-4. EETCS.
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mechanically pumped, single-phase subsystem that also uses ammonia as a coolant. However, the
ETCS is designed to handle the heat loads for the entire USOS at AC. The major differences
between the temporary EETCS and the permanent ETCS are summarized in table 3.2-1.

3.2.4. TCS Growth for Evolution

The baseline TCS is limited in its growth potential by its distribution or transport system. In
particular, the pumps, lines, and valves that circulate the working fluid between the thermal loads
and the thermal radiators are limited by their flow rate. The “estimated radiator capability” is the
same as the “specification radiator capability” and is 70 kW total. With housekeeping heat loads
as well as reserve and payload support allowance totaling almost 44 kW, the estimated total heat
rejection available to the payloads is approximately 26 kW. 

Therefore, there is no reported margin in TCS system capability beyond the specified require-
ment. Consequently, growth options should be focused in one or two areas. First, TCS growth
capability could be achieved by reducing the loads that are managed by the baseline TCS. For
example, heat loads that have an allocation on the external TCS could alternatively be managed by
new body-mounted radiators equipped with heat pipes. Those radiators would be installed close to
the thermal load on the preintegrated truss. Consequently, the TCS would be reconfigured to allow
the internal heat loads (i.e., user payloads) to increase their demand on the ITCS in concert with
the decreased demand on the ETCS truss loads. Second, increase the TCS capability beyond the
baseline to accommodate growth thermal loads. To minimize the impacts on the baseline ISS, the
growth strategy would be to incorporate a localized growth capability as described in
section 3.1.4. Depending on the thermal capability increase required, the means for rejection could
be passive or active. For small loads, the added thermal capability could be achieved through addi-
tion of passive body-mounted radiators with heat pipes, localized to the load as described previ-
ously. For higher loads in kilowatts, an integrated power and thermal module could be designed to
meet the growth need.

Table 3.2-1. Differences Between Early Capability and Assembly Complete for TCS

Temporary EETCS Permanent ETCS

Heat collection:

Two IFHX’s—Lab

Heat collection:

10 IFHX’s—Lab (2), Hab (2), and node 2 (6)

Additional external equipment mounted on cold 
plates

Heat transportation:

Two loops operating at 771 kg/hr (1700 lb/hr)

One PFCS (two pumps) in each loop 

Heat transportation:

Two loops operating at 3629 kg/hr (8000 lb/hr)

One pump module (one pump) in each loop

 Heat rejection:

Two fixed radiators

Each approximately 13 m (44 ft) long

Both loops flow through both radiators

Total heat rejection capability is 14 kW 

Heat rejection:

Six movable radiators

Each approximately 23 m (75 ft) long

One loop flows through each set of three radiators

Total heat rejection capability is 75 kW
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Impacts to incorporate changes to the TCS system require significant analysis. Any modifica-
tion that would create an interruption of current capability would affect most ISS systems for the
duration of the outage. Work on plumbing in near-zero gravity presents an interesting problem of
leakage, and the ETCS has ammonia as a working fluid, as discussed in section 3.2.3.2.1.

3.2.5. Assembly Sequence Milestones for TCS

TCS equipment is delivered over several flights. On the early flights, each ROS element is
launched with a complete, independent TCS (passive and active systems). Components of the
USOS EETCS are launched over three flights. The Lab arrives on flight 5A with its ITCS and two
IFHX’s. Outfitting flights add racks and additional heat loads. Later in the sequence, the perma-
nent ETCS is assembled over several flights, and after flight 11A, it is activated and replaces the
EETCS. (See table 3.2-3.)

Table 3.2-3. Flight-by-Flight Buildup of TCS Components

Flight Components  Capability

1A/R ROS TCS with radiators, cold plates, pumps, 
lines, heaters, etc.

Zarya houses initial thermal control equipment

2A Heaters and dry fluid lines Unity’s internal thermal control handled by 
Zarya radiators

1R ROS TCS Additional heat rejection capability for three 
modules

3A EETCS, Z1, accumulators, plumbing

4A Two radiators, two PFCS’s, EETCS plumbing Check out EETCS loops, activate EETCS 
loops; EETCS allows thermal control of U.S. 
external components until permanent ETCS is 
activated after flight 11A; total heat rejection 
capability of EETCS is 14 kW

5A ITCS, two IFHX’s Connect utilities, prepare IFHX’s, acti-
vate ITCS; U.S. Lab has significant power 
utilization and requires thermal control inter-
faces with EETCS to operate

6A Lab outfitting (racks and other heat loads), fill 
node 1 lines with water (after orbiter departs)

Additional equipment with thermal interfaces 
to ITCS and EETCS

7A High-pressure gas assembly (includes nitrogen 
for the nitrogen interface assembly (NIA)), air-
lock heat loads

Additional equipment with thermal interfaces 
to ITCS and EETCS

7A.1 Lab outfitting (racks and other heat loads) Additional equipment with thermal interfaces 
to ITCS and EETCS

UF-1 Lab outfitting (racks and other heat loads) Additional equipment with thermal interfaces 
to ITCS and EETCS

8A Parts of permanent ETCS, S0 truss

UF-2 Lab outfitting (racks and other heat loads) Additional equipment with thermal interfaces 
to ITCS and EETCS
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Table 3.2-3. Concluded

Flight Components  Capability

9A Major components of permanent ETCS loop A 
including S1 truss with radiators; additional 
radiators delivered but remain stowed until 
flight 12A

9A.1 ROS TCS (CHRS) Russian SPP brings additional volume and 
power with its own TCS

11A Major components of permanent ETCS loop B 
including P1 truss with radiators; additional 
radiators delivered but remain stowed until 
flight 12A

12A Cooling radiators delivered on flights 9A and 
11A deployed

Total heat rejection capability increases to AC 
nominal capability of 75 kW

10A ITCS, six IFHX’s Node 2 connects ITCS components and 
achieves thermal control

1J ITCS JEM module connects ITCS components and 
achieves thermal control

UF-3 Lab outfitting (racks and other heat loads) Additional equipment with thermal interfaces 
to ITCS and ETCS

14A Connect utilities, cupola heat loads Additional equipment with thermal interfaces 
to ITCS and EETCS

1E APM ITCS Connect ITCS components and achieve 
thermal control

16A Hab ITCS Connect ITCS components and achieve 
thermal control
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3.3. Communications and Tracking System

3.3.1. Introduction

Communications is an integral component of the ISS. Without extensive communication with
the ground, neither the safe, stable, reliable operation of the Station nor the dissemination of scien-
tific research would be possible. The ISS communication and tracking system (C&TS) is designed
to support the following functions:

• Two-way audio and video communication among crew members onboard the ISS, including
EVA crew members

• Two-way audio, video, and file transfer communication with Flight Control Teams located in
Mission Control Center—Houston (MCC—H) and payload scientists on the ground

• One-way communication of experiment data to the payload operations integration center
(POIC)

• Control of the ISS by flight controllers through the reception of commands sent from
MCC—H and remotely from the orbiter

• Transmission of system and payload telemetry from the ISS to MCC—H and the POIC

Information from the documents listed in the bibliography (section 3.3.6) was used to compile this
section.

3.3.2. Overview

The C&TS is divided into six subsystems: the internal audio subsystem (IAS), the S-band sub-
system (S-band), the ultrahigh frequency (UHF) subsystem (also known as the ultrahigh frequency
communication system (UCS)), the video distribution subsystem (VDS), the Ku-band subsystem
(Ku-band), and the early communication subsystem (ECS). Figure 3.3-1 shows the six subsystems
and their interfaces with each other, with the command and data handling (C&DH) system, and
with other external entities necessary to achieve the communication and tracking (C&T) functions.
The ECS is not part of this section because it is a temporary subsystem that will be dismantled dur-
ing assembly flight 6A, but may be retained on orbit as a conditional backup. 

As illustrated in figure 3.3-1, all the USOS C&T subsystems work together to provide the
communication services needed by the USOS to carry out the mission of the ISS. The S-band sub-
system transmits voice, commands, telemetry, and files. The IAS distributes audio onboard the
ISS and to external interfaces. The VDS distributes video onboard the ISS and to external inter-
faces, including the Ku-band for downlink. The UHF subsystem is used for EVA and proximity
operations, whereas the Ku-band subsystem is used for payload data and video downlink and file
two-way transfer.

NASA is developing a forward link capability for the Ku-band subsystem to transfer payload
commands and data between the ground and the USOS and also to add two-way teleconferencing
of video and associated voice between the USOS and the ground. This capability could be used to
provide a backup to the S-band capability.
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3.3.3. Architecture and Components for C&TS

The following descriptions are provided to detail information about each subsystem and its
major components.

3.3.3.1. Internal Audio Subsystem

3.3.3.1.1. Overview. The purpose of the IAS is to distribute voice communications and caution
and warning (C&W) tones onboard the ISS that includes distributing those signals to other sub-
systems for further distribution, both internally to the ISS modules and externally to the orbiter,
ground, and EVA crews. Later, the IAS is the primary means of distributing audio between the
USOS and other IP modules, such as the JEM and the APM.

Reliable electronic conversation among physically separated crew members is essential for
their safety and the success of their flights or missions. The IAS acts as the intercom and telephone
system for the pressurized elements in the U.S. segment to support this function. An interface with
the SM allows for complete ISS communications to support multielement and multisegment
operations.

The IAS link with the USOS UHF subsystem allows the crew members to communicate with
an EMU-suited EVA crew (while in the joint airlock and during an EVA) and with an orbiter crew

Figure 3.3-1. C&TS at flight 8A.
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during approach and departure. Hardware interface connections allow direct voice and C&W com-
munication with the Shuttle crew in a docked orbiter. Also, the IAS provides two-way air-to-
ground voice by using the USOS S-band subsystem. Finally, the IAS connects with the USOS
VDS video tape recorders (VTR’s) to record and play back audio.

Perhaps the most important of all the IAS functions is its ability to inform the crew audibly of
a C&W event. This capability is crucial to the safety of the crew and the condition of the ISS and
its equipment.

3.3.3.1.2. IAS Operations and Components. Most of the signal routing and malfunction recov-
ery for IAS are automated and, therefore, do not require crew or controller intervention. Flight
controllers operate the subsystem occasionally to perform activation and checkout, troubleshoot-
ing, and some voice loop setup to offload the crew. The crew, however, performs most of the con-
figuration for the IAS at an audio terminal unit (ATU); this includes making calls, joining
conferences, and setting the volume, as needed. Establishing an air-to-ground conference requires
commands to the IAS from a portable computer system (PCS) or the ground to configure the inter-
face unit between the IAS and the S-band subsystem. The IAS consists of orbital replacement
units (ORU’s) as follows:

Internal audio controller (IAC)

ATU

Audio bus coupler (ABC)

Three types of audio interface units: 

Assembly-contingency/UHF audio interface (AUAI)

Docked audio interface unit (DAIU) 

Russian audio interface unit (RAIU).

Figure 3.3-2 contains a simple schematic of this subsystem. 

3.3.3.1.2.1. Internal audio controller. The IAC acts as the IAS switchboard for all calls made at
the ATU’s. It manages the IAS by automatically routing calls, C&W tones, and commands and
status. Also, the two redundant IAC’s are the only interface of the IAS to the C&C MDM via the
1553 bus. Losing both IAC’s causes the loss of all U.S. segment audio capabilities.

3.3.3.1.2.2. Audio terminal unit. The ATU acts as the crew member’s telephone. Its capabilities
are similar to that of a typical office telephone. The crew can use the ATU to do the following
tasks: listen in on five different conferences, talk on one of the conferences, call another location
directly and exclusively (e.g., another ATU, the ground, the UHF subsystem), and initiate a page
for a crew member. The ATU’s also annunciate C&W tones. 

3.3.3.1.2.3. Audio bus coupler (and bus network). The audio bus coupler (ABC) provides the
coupling of the different lines of the digital fiber-optic audio bus network. This bus network is the
medium for the transport of the audio signal, including command and status signals, for all IAS
ORU’s.
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There are two fully redundant fiber-optic digital audio buses. Each bus has its own ABC at
each juncture (fig. 3.3-2); therefore, two redundant strings are present in the audio bus network. 

3.3.3.1.2.4. Interface units. The IAS has many interface units that allow audio connectivity to
other audio systems. The AUAI is the connection to both the EVA crew, via the UHF subsystem,
and to the ground, via S-band. The DAIU is the interface between the USOS and a docked orbiter.
The RAIU is the connection between the USOS and the ROS and is the interface to the VTR’s.
Both the DAIU and the RAIU must convert audio signals from digital (IAS) to analog (orbiter and
ROS) and vice versa.

3.3.3.2. S-Band Subsystem

3.3.3.2.1. Overview. The S-band is the communication system that is used for primary command
and control of the ISS, as well as for transferring ISS health and status data to the MCC—H.
S-band utilizes the tracking and data relay satellite (TDRS) system for providing communications.
Low and high data rate support is available (at different stages) between the ISS and MCC—H.
The ROS communication system is used for backup command and control. However, MCC—M
will command the ROS systems, coordinating with MCC—H concerning those commands that
affect the USOS and the ISS as a whole.

3.3.3.2.2. S-Band Components and Operations. The S-band consists of two identical strings of
three ORU’s placed on different locations of the ISS (fig. 3.3-3), as well as an early communica-
tion (ECOMM) configuration that is temporary. The permanent ORU’s are the assembly complete
baseband signal processor (ACBSP), the standard TDRSS transponder (XPNDR), and the
assembly complete radio frequency (RF) group (ACRFG), including a gimbaled horn antenna and
an omnidirectional antenna. S-band operates in a zero-fault-tolerant condition on truss segments
Z1 and P6 until flight 9A, when a second complete S-band subsystem will be brought up to the

Figure 3.3-2. Internal audio subsystem (assembly at flight 8A).
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Station on truss segment S1 and will become operational. At 1J/A, the Z1/P6 string is moved to its
permanent location on truss segment P1. 

3.3.3.2.2.1. Assembly complete baseband signal processor. For the return link, the ACBSP pro-
cesses telemetry packets sent from the command and control (C&C) MDM over the 1553 bus and
readies the data to be sent to the transponder.  Data sent from MCC—H are received into the
ACBSP after leaving the transponder receive section and are then decrypted prior to being sent
over the 1553 serial bus to the C&C MDM.  The S-band provides two independent channels of
two-way voice communication between the crew and the ground. The ACBSP receives two chan-
nels of digital audio data from the AUAI unit of the IAS. The audio data are compressed in the
ACBSP. Audio data are then segmented and encoded just as for telemetry data and files. For the
forward audio link, the digital audio data are decoded, decrypted, and decompressed before being
clocked into the AUAI of the IAS for distribution onboard. Two-way audio is available in high
data rate (HDR) only.

3.3.3.2.2.2. Transponder. The transponder is the ORU that provides the RF connection through
the ACRFG to the TDRS system to communicate the ISS with the MCC—H.  The transponder is
responsible for generating an RF signal and modulating that signal corresponding to the digital
data pattern received from the ACBSP.  The transponder also receives the radio signal from the
ACRFG, demodulates the signal, and recreates the digital data per the modulation pattern before
transmitting these digital data to the ACBSP. 

3.3.3.2.2.3. Assembly complete radio frequency group. For a return link, the ACRFG receives an
RF signal from the transponder, amplifies it, and broadcasts the RF signal through the high gain
antenna (HGA) or low gain antenna (LGA) to the TDRS, which in turn communicates with the
MCC—H via the White Sands Ground Station (WSGS). On the forward link, the ACRFG antenna
(either HGA or LGA) receives a signal from the TDRS and sends the signal to the transponder for
demodulation. 

3.3.3.3. Ultrahigh Frequency Communications Subsystem 

3.3.3.3.1. Overview. The ISS UCS is one of the subsystems of the space-to-space communication
system (SSCS) and operates in the UHF range. The other parts of the SSCS are the orbiter EMU
space-to-space UHF subsystems. The UCS, commonly referred to as “the UHF subsystem” or
“UHF,” provides the SSCS link for the ISS.

Figure 3.3-3. S-band subsystem.
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The purpose of the ISS UHF subsystem is to provide for space-to-space communication in and
around the ISS when hard-line communication is not possible. This space-to-space communica-
tion is between the ISS and the orbiter for voice, commands, and telemetry; EVA-suited crew
members for voice, biomedical, and EMU data; and to accommodate future visiting vehicles for
commands and telemetry. The UHF subsystem is designed to support up to five simultaneous
users. It consists of a space-to-space station radio (SSSR), containing two transceivers, two sets of
external double antennas, and internal antennas that are found in every USOS habitable module.
(See fig. 3.3-4.)

The UHF subsystem supports not only traditional EVA functions of voice, EMU, and biomed-
ical data transmission, it also supports the space-to-space transmission of commands and teleme-
try. This transmission is used during rendezvous and docking operations when the ISS must be
configured remotely by the orbiter during proximity operations. 

3.3.3.3.2. Space-to-Space Station Radio. The SSSR consists of one ORU containing two trans-
ceivers. Both transceivers are contained in one housing, but each is powered separately. Similar to
RF systems, the SSSR transceivers (radios) consist of a 1553 module that receives and transmits
commands and telemetry from and to the C&C MDM and an RF section designed to connect to
sets of internal and external antennas. 

3.3.3.3.3. UHF External Antennas. The UHF external antennas consist of two pairs of antennas
mounted on the U.S. Lab module and truss of the ISS. The antennas are designed to receive sig-
nals up to 7 km away. For EVA activity, communication availability provided by these antennas is
nearly 100 percent (with all four antennas functional). If the orbiter is present, the orbiter UHF
subsystem can also communicate with the EVA crew. 

3.3.3.3.4. UHF Internal Antennas. The UHF subsystem also supports the periods before and
after EVA operations. Before the EVA crew members unplug from the EMU audio control panel
(EACP) and open the airlock hatch to egress the ISS, the USOS EMU-suited crew members can
communicate using the airlock antenna while still in the airlock. The internal antennas consist of
an intravehicular antenna assembly (IAA) and the airlock antenna. The IAA is located throughout
the U.S. pressurized modules and is used when an EVA is needed within the Station. The airlock
antenna is used when the EVA crew member first unplugs from the EVA audio control panel

Figure 3.3-4. UHF subsystem.
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(EACP) and is ready to egress the Station through the airlock. Voice, biomedical, and EMU com-
munication is thus uninterrupted. 

3.3.3.4. Video Distribution Subsystem

3.3.3.4.1. Overview. The purpose of the VDS is to distribute video signals onboard the U.S. seg-
ment of the ISS. The VDS also interfaces with other IP video subsystems. The sources of this
video are external cameras, internal cameras, recorders, and payload rack cameras. The possible
destinations are internal monitors, recorders, payload rack recorders, a docked orbiter, and the
ground through the Ku-band link with TDRSS. The video signals are distributed by fiber-optic
(analog) video lines. The ISS routes video and audio separately. Video and audio are also sent to
the ground via different paths. Audio and its associated video are resynchronized on the ground.
As with the orbiter, sending any ISS video signals to the ground requires routing through the
Ku-band.

3.3.3.4.2. Video Distribution System Operations and Components. The VDS uses the follow-
ing components: robotics workstation (RWS), common video interface unit (CVIU), internal
video switch unit (IVSU), external video switch unit (EVSU), sync and control unit (SCU), inter-
nal camera port, external camera port, robotics power and data grapple fixture (PDGF), external
television camera group (ETVCG), VTR, video baseband signal processor (VBSP), and interna-
tional standard payload racks (ISPR’s). Figure 3.3-5 contains a simple schematic of the VDS at the
completion of assembly flight 8A. Not all these components are part of the VDS. These compo-
nents are interconnected rather than set up as “strings.” 

3.3.3.4.2.1. Common video interface unit. The CVIU is the interface between the fiber-optic
video line and a component requiring a conventional copper connection. The CVIU also supplies
electrical power to the component so that only one connection to the component is required.
Multiple CVIU’s can be used with each component that requires video signal conversion.

3.3.3.4.2.2. Internal video switch unit and external video switch unit. The video switch units
(VSU’s), both internal and external, perform the following functions: route video signals, distrib-
ute sync signals, and read external camera status from the incoming video signals and send the sta-
tus to the C&C MDM.

3.3.3.4.2.3. Sync and control unit. The SCU performs the following functions: generates a
“house” sync signal for the VDS, generates test patterns, provides the capability to “split-screen”
two video images together into one image, provides the capability to perform “time-based correc-
tion” of a video signal from a VTR or camcorder, and routes the external camera commands from
the C&C MDM to the external cameras. Two SCU’s are located in the Lab module. 

3.3.3.4.2.4. Camera ports. The ISS has camera ports (part of the structures and mechanisms sys-
tem), both internal and external, for connecting cameras to the ISS. The internal camera ports are
for handheld commercial camcorders. The external camera ports (14 in all) are for the ETVCG’s. 

3.3.3.4.2.5. Power data grapple fixture. The PDGF (part of the robotics system) provides the con-
nection of the Space Station remote manipulator system (SSRMS) with the ISS. The SSRMS can
provide three video signals from cameras on the SSRMS elbow and wrist. The VDS routes these
signals the same way that it routes video signals from the internal camcorders and the ETVCG’s.



3-28

3.3.3.4.2.6. External television camera group. The ETVCG contains the externally mounted
camera, along with its associated hardware. This associated hardware includes a light source,
mechanisms, and electronics for panning and tilting and a converter for converting the video sig-
nal to fiber-optic signal (similar to the function performed by the CVIU). At AC, there are four
ETVCG’s, but they arrive at the ISS after assembly flight 8A. However, there will be at least
14 external camera ports with only the four ETVCG’s among them. If an external operation
requires a camera view from a certain camera port, and no ETVCG is available at that port, then
the ETVCG must be moved via EVA. 

3.3.3.4.2.7. Video tape recorder. The VTR performs the same functions as those of a commercial
VTR. It can record and play back video and audio (audio signals must go through the IAS). It can
be operated both from the VTR itself or remotely from an onboard PCS or the ground with a man-
ual assist from the crew for putting in and taking out a tape. 

3.3.3.4.2.8. Video baseband signal processor. The VBSP (part of the Ku-band) converts the video
signal from the fiber-optic format to a digital format to be processed by the Ku-band for transmis-
sion to the ground. Section 3.3.3.5 discusses the VBSP in more detail. 

3.3.3.4.2.9. International standard payload rack. The ISPR (part of the payloads system) pro-
vides a location for payloads on the ISS. Internal video ports are in each of the multiple ISPR’s to
support internal video operations. Each payload with video requirements must have its own TV
camera or monitor to plug into the ISS-provided port. Video signal conversion from copper to
fiber-optic cable (and vice versa) is the responsibility of the payload sponsor.

Figure 3.3-5. Video distribution subsystem.
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3.3.3.5. Ku-Band Subsystem 

3.3.3.5.1. Overview. The purpose of the Ku-band subsystem is to provide an high data rate (HDR)
return link for the U.S. segment of the ISS.  This return link is for real-time payload data, video
(real-time and recorded), and recorded ISS systems telemetry (recorded on the communications
outage recorder). The ISS program has added a forward link capability to support the two-way
transfer of files and video teleconferencing in support of the crew system’s operations local area
network (LAN). These capabilities are implemented during assembly flight 6A, and will provide a
3-Mbps forward link capability to interface with the crew and payload commanding. (See
fig. 3.3-6.)

3.3.3.5.2. Operations and Components. Experiments and video activity generate enormous
amounts of data to be sent to the ground. The capacity of the Ku-band, while large, is limited.
Flight controllers in the POIC configure the Ku-band to accommodate the gigabits of payload data
generated per hour. At certain times they must make decisions that reconcile the amount of data
generated among many experiments, video, and recorded systems telemetry to the capacity of this
subsystem.

The Ku-band is only single string. The Ku-band consists of the following ORU’s: VBSP; high
rate frame multiplexer (HRFM); high rate modem (HRM); and the antenna group (SGANT)
ORU’s, which are the transmitter/receiver/controller (TRC), and several antenna components. The
VBSP, HRFM, and HRM are located in the Lab module. The antenna group is located on the Z1
truss. Figure 3.3-7 shows the route of the signal through the ORU’s. Also, one interface to this
subsystem not shown in figure 3.3-7 is the GN&C system. The GN&C system provides data
required for a method of open-loop antenna pointing, in addition to providing initial pointing vec-
tor information for closed-loop, autotrack antenna pointing.  Ku-band coverage to TDRSS for the
ISS is approximately 70 percent per orbit, on average.

Figure 3.3-6. Ku-band forward link implementation approach.
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Several other enhancements being considered for this subsystem, after flight 8A, are as
follows:

• Increase the downlink data rate from 50 Mbps to 75 Mbps by flight UF-5 and to 150 Mbps by
flight UF-7

• Add a communications outage recorder (COR) for recording payload data

• The addition of two-way transfer of video with its associated audio by reestablishing the for-
ward link capability to provide a two-way video and audio teleconferencing link with the crew
operations network and a secondary interface with payload instruments.

3.3.3.5.2.1. Video baseband signal processor. The VBSP, shown with an interface with the VDS,
converts the video signal from the fiber-optic format to a digital format to be processed by the
Ku-band subsystem for transmission to the ground. The VDS selects and then sends up to four
video signals to the VBSP for transmission. After processing the video signals, the VBSP sends
the video data to the HRFM.

3.3.3.5.2.2. High rate frame multiplexer . The HRFM accepts up to four channels of data from
the VBSP and eight channels of data from the automated payload switch (APS). The HRFM mul-
tiplexes, and receive-send (R-S) encodes these 12 together into a one-bit stream comprised of
channel access data unit (CADU) formatted data. The HRFM then sends the resulting baseband
signal to the HRM.

Figure 3.3-7. Ku-band subsystem (functional diagram of DPU within forward link access to PL and OPS
LAN).
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3.3.3.5.3. High Rate Modem. The HRM modulates an RF signal and converts that signal to an
intermediate frequency (IF). It sends this modulated IF signal to the SGANT ORU’s.

3.3.3.5.4. Antenna Group. The SGANT converts the IF signal, amplifies it, and broadcasts the
signal to the TDRS through the Ku-band directional gimbaled antenna. The TRC of the SGANT
assembly provides for automatic tracking; that is, the TDRS-received signal is used to point the
antenna for broadcasting the return (downlink) signal. The TDRS transmits these data to the
WSGS for further distribution to ground facilities.

3.3.4. Assembly Sequence Milestones for C&TS

During the buildup of ISS capabilities, there are a few certain C&TS milestones achieved.
These milestones reflect necessary communication capability to support the needs of ISS crew and
payloads. A description of each milestone reached by the individual subsystems is given in
tables 3.3-1 to 3.3-5.

Table 3.3-1. Flight-by-Flight Buildup of Internal Audio Subsystem Compounds

[F is forward; R is return]

Flight Component Capability

2A Node 1 Initial capability for C&C, as well 
as telemetry links between ISS 
and MCC—H; data rates: Low, 
6 Kbps (F) and 20.48 Kbps 
(R); high, 128 Kbps (F & R) 
for video teleconferencing

5A IAC 1, IAC 2, Lab ATU 1, Lab 
ATU 2, DAIU 1, AUAI 2, Lab 
ABC 1, Lab ABC 2

First operational capability of IAS 
to provide ISS to ground audio 
via AUAI 2  and to communi-
cate to orbiter via U.S. segment

6A RAIU 1, AUAI 1, Cupola ATU 1 Audio capability between ISS and 
ROS via use of RAIU

7A Airlock ATU 1, EMU ATU 1, 
EMU ATU 2

First audio support capability for 
EVA by the ISS

Table 3.3-2. Flight-by Flight Buildup of S-band Components

Flight Component Capability

3A BSP, RFG in Z1 Heaters only—one for BSP and 
one for RFG

4A Transponder on P6 Low data rate support without 
audio provided by S-band 
string 1

5A Lab with C&C and S-band 
software

First capability for high data rate 
support by S-band string 1

9A S1 installed with S-band 
string 2

S-band string 2 becomes 
operational 
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Table 3.3-3. Flight-by Flight Buildup of UCS Components

Flight Component Capability

6A One set of antennas installed on 
Lab

Support orbiter-based EVA’s

7A Airlock with internal antennas Support ISS-based EVA’s

Table 3.3-4. Flight-by Flight Buildup of VDS Components

Flight Component Capability

6A RWS 1, RWS 2, VTR 1, VTR 2, 
VBSP, SSRMS cameras

Route video from external 
cameras, robotics cameras, 
internal camcorders, and 
payload racks to internal 
monitors, VTR’s, orbiter, and 
ground

7A Airlock CVIU and camcorder 
port

Route video from internal 
camcorder in airlock

8A EVSU 1, EVSU 2, EVSU 3 Permanent external connections
9A, 11A, 12A, 
13A

External camera ports Additional external camera 
views 

10A Node 2 CVIU and camcorder port, 
node external camera port, 
IVSU 4

Route video from internal 
camcorder in node 2, additional 
external camera view

16A Hab CVIU and camcorder port, 
Hab external camera port, 
IVSU 5, VTR 3, VTR 4

Route video from internal 
camcorder in Hab, additional 
external camera views, 
additional routing capability, 
and additional recording and 
playback

Table 3.3-5. Flight-by Flight Buildup of Ku-Band Components

Flight Component Capability

6A Lab with VBSP, HRFM, and 
HRM

Return link becomes operational 
video downlink, payload 
experiment downlink, ZOE 
recorder downlink

UF-5 Return link data rate increases to 
75 Mbps

UF-7 Return link data rate increases to 
150 Mbps
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3.3.5. Growth Options and Scars

Although many growth options and scars for ISS communications have been eliminated or
delayed, some enhanced capability accommodations exist and are given as follows:

• The Ku-band subsystem now will accommodate a forward link of 3 Mbps with a future growth
expected to reach 20 Mbps

• Potential for higher than 150 Mbps return data rates exists with the use of advanced TDRSS
but details still need to be worked about interfaces with current ISS Ku-band capabilities

• Potential upgrade to Ku-band technologies

• The VDS will accommodate the use of HDTV at a later date and will most likely involve effi-
cient forms of data compression

• New technology components will be tested as experiments on ISS and may provide an evolu-
tion of greater communications capability, along with links to telecommunications services

• The ACT design reference mission (DRM) in section 5.4 of Volume II of this document repre-
sents a proposal for enhancing the ISS Communication capability (such as optical communi-
cations, phased array antennas)
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3.4. Guidance, Navigation, and Control System

3.4.1. Introduction

The purpose of the ISS GN&C system is to control the Station’s motion to be suitable for the
intended uses of the facility. Information from the documents listed in the bibliography
(section 3.4.6) was used to compile this section.

3.4.2. Overview of GN&C System

Navigation provides three functions: state determination, attitude determination, and pointing
and support. In the first of these functions, the inertial position and velocity (referred to as the
“state”) of a point fixed in the core body of ISS is obtained. Loosely speaking, this answers the
question, “Where am I?” The second function involves a quantitative description of the attitude of
the core body of ISS relative to some other reference frame, answering the question, “How is the
ISS oriented?” The third function, pointing and support, answers the question, “Where is every-
thing else?” in order to move ISS appendages, such as solar arrays and antennas, so that they are
properly oriented in relation to distant objects such as the Sun, communications satellites.

Guidance answers the question “What path does the ISS take to get from here to there?” In the
case of the ISS, the current orbit is “here,” and a desired set of orbital parameters is “there.”

Control provides the means with which to travel the chosen path. Translational and angular
motions of the ISS’s core body must both be controlled. 

The ISS GN&C system is made up of two components, one contributed by the U.S. and the
other provided by the RSA.

3.4.3. Architecture and Components for GN&C System

3.4.3.1. Guidance

Guidance is generally performed by the ROS motion control system (MCS), although the U.S.
GN&C system does provide a limited amount of guidance planning support.

3.4.3.2. Navigation

The U.S. GN&C system consists of software installed on the U.S. GN&C MDM’s, as well as
the ORU’s.

3.4.3.2.1. State Determination. Onboard flight software estimates position and velocity by exer-
cising propagation algorithms that receive periodic updates from one of the two global positioning
system (GPS) receivers and processors, from the Russian MCS data from the global navigation
satellite system (GLONASS), or from the ground uplinks. The ROS MCS exchanges data with the
U.S. GN&C MDM’s.

3.4.3.2.2. Attitude Determination. The orientation of the core body, relative to a terrestrial refer-
ence frame, is measured at a frequency of 0.1 Hz by interferometry of GPS signals. Four GPS
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antennas are placed on the core body at the corners of a rectangle measuring 3 by 1.5 m. GPS
attitude determination “shall have an attitude performance error equal to or less than 0.44° axis
(3σ).”

The angular velocity of the core body relative to an inertial reference frame is measured with
two rate gyro assemblies (RGA’s) consisting of three ring laser gyros each.

The ROS MCS provides an alternate source of measurements for attitude determination, and
data are continuously exchanged with U.S. GN&C MDM’s. Russian sensors include star trackers,
Sun sensors, Earth horizon sensors, magnetometers, rate gyros, and GLONASS information.

3.4.3.2.3. Pointing and Support. Pointing and support (P&S) calculates the position vector from
the ISS to the Sun, together with solar rise and set times, and provides this information to the
external active thermal control system, where thermal radiator orientation is governed. Solar infor-
mation is used by P&S to determine desired angular positions of U.S. solar array alpha and beta
joints, used by the power manager controller application. 

P&S calculates the position vector from the ISS to TDRSS, along with rise and set times, and
supplies this information to the C&T system for pointing communications antennas.

The total mass and the distribution of mass (moments and products of inertia) of the Station is
computed by P&S, accounting for payloads moved with the mobile servicing system (MSS),
SSRMS, JEM remote manipulator system (JEM RMS), and the ROS remote manipulator system
(RMS). Payload mass and mass center positions (rather than RMS joint angles) are reported to
P&S. GPS time is provided to C&C MDM’s to synchronize timing in all MDM’s.

3.4.3.3. Control

3.4.3.3.1. Translational. Reboost is performed every 3 mo to offset the effects of aerodynamic
drag and to raise the ISS’s altitude. The primary method uses the Russian Progress main engine,
with fuel from Progress propellant tanks. An alternate method uses Progress rendezvous and dock-
ing thrusters with fuel transferred from the SM or the Zarya module. The third method uses SM
main engines; however, this is avoided as much as possible since those engines have a limited
burn lifetime. The Station’s orbit may be changed from time to time to avoid orbital debris.

3.4.3.3.2. Attitude. The attitude of the core body is controlled initially by the Russian propulsion
system and later by the U.S. attitude control system, which consists of two U.S. GN&C MDM’s
and four control moment gyroscopes (CMG’s) on the Z1 truss.

The U.S. CMG’s are double gimbaled; each CMG has 3500 ft-lbf-sec of angular momentum
and can produce 190 ft-lbf (257 N-m) of torque. The CMG momentum manager algorithm is
designed to keep the CMG’s from saturating by maintaining the core body at a torque equilibrium
attitude (TEA), an orientation in which the angular acceleration of the core body in inertial space
vanishes; that is, the resultant of gravitational torque, aerodynamic drag torque, gyroscopic torque,
and other torques is zero. Because the TEA changes continuously, referring to the average TEA
over an orbit is convenient.

ISS TEA’s are of two types: the core body’s attitude is nearly fixed either in an LVLH refer-
ence frame or an inertial reference frame. The latter type is required on configurations for
flights 5A through 12A because the lack of one solar array joint prevents sufficient power
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generation at high solar beta angles, and is known as an X-axis (central principal axis of inertia)
perpendicular to orbit plane (XPOP) TEA. (The XPOP reference frame is “quasi-inertial” because
the orbit plane regresses slowly.) XPOP TEA’s create difficulties in thermal control, and in the
operation of communication and tracking antennas and GPS antennas.

Microgravity experiments require the CMG’s to provide control, without reaction control sys-
tem (RCS) jets firing for 180 days each year in increments of 30 continuous days or more.
Although the requirement applies only to the unmated AC configuration in an LVLH flight orien-
tation, it is possible (and highly desirable) to use the CMG’s with configurations between
flight 5A and AC. Russian RCS jets are used to desaturate the CMG’s, hold attitude during
reboost, and perform attitude maneuvers greater than 15°.

3.4.4. Assembly Sequence Milestones for GN&C System

Figure 3.4-1 shows the important milestones for the installation of GN&C equipment over the
course of the assembly sequence.

3.4.5. Growth Options and Scars

No significant provisions have been made for modifying the GN&C system. Additional
CMG’s could be placed at any available location; GN&C software may require slight modification
to work with more than four CMG’s. 

If the attitude control and energy storage experiment (ACESE) (section 5.2 of Volume II of
this document) culminates in the replacement of all batteries, several flywheels will be available to
assist the CMG’s. Torque could be produced in an open-loop fashion by the flywheels or exten-
sive modifications to the CMG steering law software would allow the flywheels and CMG’s to
work together as an integrated set of momentum exchange devices. 

Figure 3.4-1. GN&C buildup.
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3.5. Structures and Mechanisms

3.5.1. Introduction

Every flight during ISS assembly involves the process of incorporating an additional structure,
operating a mechanism, or both. Structures are vital ISS components because they protect the crew
from the harsh environment of space. Mechanisms perform the critical role of holding structures
together, allowing the orbiter to dock with the Station or providing temporary attachment for
payloads. Information from the documents listed in the bibliography (section 3.5.6) was used to
compile this section.

3.5.2. Overview

Two main types of structures on ISS are pressurized elements and truss assemblies. A pressur-
ized element structurally contains the pressurized atmosphere, which provides the work and living
area and protects the crew from the space environment. Examples of pressurized elements include
the U.S. Lab, the APM, the JEM, and the Russian SM. Pressurized elements can be broken down
into two categories: primary and secondary structures.

The function of mechanisms is to structurally attach components, dock vehicles, or provide a
temporary attachment. Most mechanisms are used once, such as those that attach components
together. Some, such as those used to dock vehicles and provide temporary attachments, are used
multiple times. Examples of mechanisms include the common berthing mechanism (CBM), Lab
cradle assembly (LCA), segment-to-segment attachment system (SSAS), and the androgynous
peripheral attachment system (APAS).

3.5.3. Architecture and Components for Structures and Mechanisms

3.5.3.1. Structures

3.5.3.1.1. Pressurized Structures. A pressurized element structurally contains the pressurized
atmosphere, which provides the work and living area and protects the crew from the space envi-
ronment. Pressurized elements can be broken down into two categories: primary and secondary
structures.

3.5.3.1.1.1. Primary structures. Primary structures are composed of a ring frame and a longeron-
stiffened pressure shell. The ring frame resists loads and provides attachment points for the long-
erons and shell panels. The longerons are used to increase the stiffness and load-carrying capabil-
ity of the shell panels, whereas the shell panels form the module walls. Integrated trunnions for
Shuttle transport and windows are also considered primary structures. The integrated trunnions are
used to hold the elements in the Shuttle bay for transportation to space (fig. 3.5-1).

3.5.3.1.1.2. Secondary structures. Secondary structures are “extras” on the primary structures.
The secondary structures provide the function of crew and payload translation aids, equipment
support, and debris shielding. Secondary structures exist both internal and external to the primary
structures (fig. 3.5-2). Standoffs and racks are examples of internal secondary structures.
Standoffs provide the attachment points for racks and a passageway for electric and thermal lines.
Racks provide the storage area for electrical equipment, sensors, and experiments. External
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secondary structures include crew translational aids, grapple fixtures, window shutters, and
micrometeoroid/orbital debris (MM/OD) shielding. Translational aids are used by the EVA crew
to move around a work site. The grapple fixtures are used by the robotic arms as attachment
points. The MM/OD shields protect the crew modules, pressure vessels, and other critical compo-
nents from orbital debris. 

3.5.3.1.2. Truss Assemblies. The truss assemblies provide the structural backbone of the ISS and
attachment points for exposed payloads. Truss assemblies also contain electrical and cooling
utility lines, the mobile transporter rails, and mechanical systems such as joints and mechanisms.
The two types of truss assemblies are the ITS (fig. 3.5-3) and the Russian SPP. 

Figure 3.5-1. Primary structures.

Figure 3.5-2. Secondary structure.
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3.5.3.1.2.1. Integrated truss structure. The ITS is made up of 10 individual pieces. Each segment
is made of aluminum. At full assembly, the truss reaches 100 m in length, approximately the
length of a football field. The segments are labeled in accordance with their location; P stands for
port and S stands for starboard. As illustrated in figure 3.5-3, the ITS is centered on the Station
extending horizontally with the S0 segment attached to the U.S. Lab. The Z1 truss is located on
the zenith side of node 1.

3.5.3.1.2.2. Science power platform. The SPP, located on the zenith side of the SM transfer com-
partment and 8 m tall, is Russian built and contains radiators, solar arrays, and a small pressurized
volume for hardware storage. It is also equipped with thrusters to aid the SM with control
moments along the roll axis.

3.5.3.2. Mechanisms

The function of mechanisms is to structurally attach components, dock vehicles, or provide a
temporary attachment. Most mechanisms are used once, such as those that attach components
together; others, such as those used to dock vehicles and provide temporary attachment, get used
multiple times. Examples of mechanisms include the CBM, the LCA, SSAS, and the APAS.

Figure 3.5-3. Integrated truss structure.
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3.5.3.2.1. Common Berthing Mechanism. The function of the CBM is to mate one pressurized
module to another pressurized module on the U.S.-developed side of the Station. The CBM has an
active and a passive half (fig. 3.5-4). The active half contains a structural ring, capture latches,
alignment guides, powered bolts, and controller panel assemblies. The passive half also has a
structural ring, capture latch fittings, alignment guides, and nuts.

3.5.3.2.2. Lab Cradle Assembly. The LCA attaches the S0 truss, and by default the rest of the
truss assembly, to the U.S. Lab. The LCA, shown in figure 3.5-5, has an active and a passive half.
The active half contains a capture latch and alignment guides, whereas the passive half contains a
capture bar and alignment bars. The LCA is attached to the ring frame and longerons of the U.S.
Lab.

3.5.3.2.3. Segment-to-Segment Attachment System. The segments of the ITS are attached by
using SSAS (fig. 3.5-6). The SSAS attaches various ITS segments, specifically S3/4, S1, S0, P1,
and P3/4. The S5, S6, P5, and P6 segments are bolted to ITS by the EVA crew by using the
Boeing/Rocketdyne truss attachment system (RTAS). The SSAS has an active and a passive half.
The active half contains motorized bolts, coarse alignment pins, fine alignment cones, and a cap-
ture latch, and the passive half contains nuts, coarse and fine alignment cups, and a capture bar.
The RTAS is similar to the SSAS except it does not have the motorized components. Instead, the
capture latch and all the bolts are manually driven by the EVA crew.

3.5.3.2.4. Androgynous Peripheral Attach System. The APAS serves two functions on the sta-
tion. One is to dock the orbiter and the other is to attach Zarya to PMA 1. An APAS is located on
each of the three PMA’s and on the Zarya forward side. The components of the APAS (fig. 3.5-7)
are a structural ring, a movable ring, alignment guides, latches, hooks, dampers, and fixers. The
APAS is a Russian design and is designed to mate with an exact copy of itself (hence the name
androgynous). Each APAS can act as the passive half or the active half. The APAS is also used on
the Shuttle/Mir flights and is referred to there as the “Androgynous Peripheral Docking System.”

Figure 3.5-4. Common berthing mechanism.
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Figure 3.5-5. Lab cradle assembly.

Figure 3.5-6. Segment-to-segment attachment system.

Figure 3.5-7. Androgynous peripheral attachment system.
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3.5.4. Assembly Sequence Milestones for Structures and Mechanisms

As stated earlier, every flight during ISS assembly involves the process of incorporating an
additional structure, operating a mechanism, or both. Table 3.5-1 shows the planned schedule for
on-orbit delivery of ISS structural components and mechanisms.

3.5.5. Growth Options

On the USOS, node 3 provides six attachment points that serve as docking ports for the Unity
node, U.S. Hab module, U.S. CRV, a pressurized mating adapter, and two ports that remain open
for future Station additions. These additions may include research laboratories from the IP, com-
mercially developed research laboratories, or an additional habitation environment for the crew.
An example application is found in section 5.5 in Volume II of this document. On the ROS, the
UDM provides four docking locations that will be occupied by two Russian RM’s and the docking
compartment (DC 2). Two life support modules are planned for the fourth location; however,
these are not included in the current assembly sequence.

Additional growth options also exist for unpressurized structures and mechanisms. The exte-
rior of the APM module, on the end opposite the node 2 attachment point, may provide areas for
small attached payloads, much like that of the JEM exposed facility (EF). Similar proposals have
also been discussed for use on Russian modules. An external module attach point is also currently
being investigated for the CAM, referenced in section 5.4 in Volume II of this document. This
attach point would be used exclusively for the ACT. Additional attach points on the truss (in addi-
tion to the P3 and S3 locations) for attached payloads may be studied in the future.

Table 3.5-1. Flight-by-Flight Buildup of Structures Components

Flight Component Capability

1A/R Zarya (formerly called FGB) Initial propulsion and power

2A Unity node (1 stowage rack)
Two pressurized mating adapters attached to 

Unity

Connection to Zarya, U.S. Lab module, U.S. 
Hab module, and airlock

2A.1 SPACEHAB double cargo module Logistics resupply

1R Service module Early station living quarters, life support sys-
tem, electrical power distribution, data pro-
cessing system, flight control system, 
communications system, and propulsion 
system

2A.2 SPACEHAB double cargo module Equipment to outfit SM

3A Integrated truss structure (ITS) Z1 
PMA 3 

Early exterior framework to allow first U.S. 
solar arrays to be temporarily installed on 
Unity for early power

4A Integrated truss structure P6 First U.S. solar power with solar arrays and 
batteries

2R Soyuz Early crew return vehicle

5A U.S. Lab module Accommodate pressurized experiment 
hardware
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Table 3.5-1. Continued

Flight Component Capability

5A.1 MPLM Equipment to outfit U.S. Lab and logistics 
resupply

6A Leonardo MPLM Equipment to outfit U.S. Lab and logistics 
resupply

7A Joint airlock Station-based EVA spacewalking

7A.1 MPLM Logistics resupply

4R Docking compartment module 1 (DCM 1) Additional egress, ingress location for 
Russian-based spacewalks, and a Soyuz 
docking port

UF-1  MPLM Logistics resupply

8A Central truss segment (ITS S0) Provide attachment to U.S. Lab via LCA

UF-2 MPLM with payload racks Logistics resupply

9A Truss segment (ITS S1) First starboard truss segment

9A.1 Russian-provided SPP Russian power and control mast with four 
solar arrays

11A Truss segment (ITS P1) First port truss segment

3R Universal docking module Docking locations for Russian RM’s and 
docking compartment

12A Truss segment (ITS P3/P4) Second port truss segment with exterior 
attachments for Brazilian ULC’s

5R Docking compartment 2 (DC2) Improved Russian airlock

12A.1 Truss segment (ITS P5) MPLM Third port truss segment, logistics resupply

13A Truss segment (ITS S3/S4) Second starboard truss segment with four 
external attachment sites for truss-mounted 
exterior experiments and location for third 
set of solar arrays

10A Node 2 Attach to end of U.S. Lab and provide attach-
ment locations for Japanese laboratory, 
European laboratory, the CAM, and later 
MPLM’s

1J/A JEM ELM PS Logistics resupply

1J JEM Accommodates pressurized experiment 
hardware

9R Docking and stowage module (DSM) Additional on-orbit stowage and Soyuz 
docking location

UF-3 MPLM 
EXPRESS pallet

Experiment delivery, resupply, and changeout
External experiment equipment

UF-4 EXPRESS pallet External experiment equipment

2J/A JEM EF “Back porch” JEM along with external 
experiments carried in Japanese exterior 
logistics carrier
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3.6. Environmental Control and Life Support System

3.6.1. Introduction

The environmental control and life support system (ECLSS) provides a habitat in which the
crew can live and work in a safe and habitable environment. The design focus has been on evolv-
ing the ECLSS to utilize regenerative technologies to minimize the expenditures of ISS resources
such as mass, volume, power, and consumables that must be resupplied by the Shuttle. The imple-
mentation of these technologies is planned for completion when node 3 becomes an ISS element
in October 2002. The ECLSS is designed to sustain a six-person crew in a habitable environment
at an atmospheric pressure of 14.7 psia. Information from the documents listed in the bibliography
(section 3.6.6) was used to compile this section.

3.6.2. Overview of ECLSS

The ECLSS provides six major functions as well as vacuum venting and maintenance for pay-
load support. This section presents ECLSS by subsystems, starting with atmosphere control and
supply (ACS), then atmosphere revitalization (AR), temperature and humidity control (THC), fire
detection and suppression (FDS), and finally water recovery and management (WRM) and waste
management (WM). These functions are shown in figure 3.6-1.

Figure 3.6-1. ECLSS functional overview.
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3.6.3. Architecture and Major Components for ECLSS

3.6.3.1. Architecture

The initial ECLSS equipment is included in node 1. This equipment consists primarily of ven-
tilation and FDS components. The Lab will contain equipment to remove carbon dioxide and trace
contaminants from the cabin atmosphere. Also commode and urinal facilities will be included to
collect and store crew metabolic wastes for subsequent storage. Water supply and gases will be
provided by the Russians to sustain the crew if the Lab is occupied before the airlock is launched.
Gases will be onboard the airlock that could sustain the crew. Node 3 will provide the capability to
concentrate carbon dioxide expired by the crew, the potential to reduce the carbon dioxide to
water, and the conversion of the water to oxygen for crew consumption. In addition, node 3 will
provide improved trace contaminant control capability and the capability to recover potable water
from ISS liquid wastes. Facilities to collect and store crew metabolic wastes will be in node 3.

3.6.3.2. Major Components

Most ECLSS components are essentially state-of-the-art technologies or have direct heritage
to flight-proven hardware. The valves, control devices, pressure monitoring units, fans, heat
exchangers, and other such items in the ACS, THC, and FDS subsystems are not advanced tech-
nologies. The WM subsystem is derived from the Shuttle extended duration orbiter (EDO) com-
mode and urinal hardware that have successful flight histories. The AR and WRM include
regenerative technologies that have the potential to significantly reduce ISS resources and Shuttle
resupply consumables. These components are described in the sections that follow.

3.6.3.2.1. Atmosphere Control and Supply. The ACS subsystem provides oxygen/nitrogen pres-
sure control, pressure vent and relief, oxygen/nitrogen storage and distribution, pressure equaliza-
tion between modules, and total pressure loss as well as pressure loss monitoring.

3.6.3.2.2. Atmosphere Revitalization Components. The AR subsystem controls the concentra-
tion of carbon dioxide (CO2), trace contaminants, particulate material, and microorganisms in the
cabin air. Major airborne constituents and particulate material will also be monitored. The AR
subsystem components for CO2 removal and O2 supply are shown in figures 3.6-2 and 3.6-3
before and after node 3 launch, respectively. Extensive testing of these components is proposed.
Component selection for node 3 will be made after reviewing the test results.

Figure 3.6-2. ISS CO2 removal and O2 supply before node 3.
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3.6.3.2.2.1. Before node 3. Oxygen and nitrogen gases are supplied by four high-pressure tanks,
two each of oxygen and nitrogen, located on the exterior of the airlock. These gases are distributed
throughout the ISS by a plumbed system installed in the ISS. The tanks are rechargeable or can be
changed out for fully charged tanks. A four-bed molecular sieve (4BMS) collects carbon dioxide
expired by the crew and vents the same to space.

3.6.3.2.2.2. After node 3. The potential exists to reclaim oxygen from crew-expired carbon diox-
ide. A 4BMS or a carbon molecular sieve (CMS) concentrates carbon dioxide for conversion to
water by a Sabatier hydrogenation process. The Sabatier also produces methane, which is vented
to space along with unconverted carbon dioxide. The Sabatier-produced water and makeup water
from the WMS are converted to oxygen and hydrogen by a solid polymer electrolysis unit. The
oxygen is returned to the cabin for crew consumption, whereas the hydrogen is supplied to the
Sabatier to maintain the carbon dioxide conversion. Approximately 50 percent of the oxygen is
reclaimed from the crew-expired carbon dioxide. Regenerative adsorbent catalyst technology or
advanced catalyst technology will remove trace contaminants from the cabin atmosphere. 

3.6.3.2.3. Temperature and Humidity Control. The THC subsystem provides cabin air tempera-
ture and humidity control and air ventilation in each pressurized element. Intermodule ventilation
is provided between adjoining pressurized elements to circulate air for the crew and to transport
contaminants in the cabin air to the purification equipment. In addition, the THC provides avionics
air cooling in each powered rack.

3.6.3.2.4. Fire Detection and Suppression. The FDS subsystem provides smoke detection sen-
sors for station modules, fire extinguishers, and a system of alarms and automatic responses to a
fire event. Figure 3.6-4 shows the USOS FDS subsystem and its interfaces.

3.6.3.2.5. Water Recovery and Management. The WRM subsystem recycles water to reduce the
quantity of water that must be resupplied to the ISS and the quantity of waste water that must be
removed from the ISS. This subsystem consists of processes to recover water from hygiene waste

Figure 3.6-3. ISS CO2 removal and O2 supply after node 3.
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water, humidity condensate, Shuttle fuel cell water, extravehicular mobility unit waste water, and
urine flush water. Water venting as well as online water quality monitoring are included. Contam-
ination recovery and experiment support are incorporated in the WRM subsystem. The U.S. candi-
date WRM components are shown in figures 3.6-5 and 3.6-6. Extensive testing of these
components is proposed. Component selection for node 3 will be made after reviewing the test
results.

3.6.3.2.5.1. MSFC-proposed WRM system for node 3. The WRM system proposed by the
Marshall Space Flight Center (MSFC) is shown in figure 3.6-5. Urine flush water will be pro-
cessed in a vapor compression distillation unit. The distillate along with the waste waters shown in
figure 3.6-5 will be processed in a multifiltration unit (MFU). The MFU is designed to be replaced
every 30 days. The recovered water is exposed to the volatile removal assembly (VRA) to reduce
the total organic carbon in the recovered water to meet the ISS specification of less than 0.5 ppb.
The VRA will operate at a pressure of 60 psia and a temperature of 250°F. The water will be
treated with iodine in the biocheck valve for microorganism control and then checked for pH, total
organic carbon, iodine, and conductivity in the water quality monitor. The recovered water will
then be stored in potable water tanks until required for ISS use. 

3.6.3.2.5.2. JSC-proposed WRM system for node 3. The WRM system proposed by the Johnson
Space Center (JSC) is shown in figure 3.6-6. The components consist of a bioreactor to remove
organic constituents from the waste water, a reverse osmosis (RO) unit to remove inorganic con-
stituents from the waste water, and an air evaporation closed cycle (AEC) distillation unit to
recover water from the RO concentrate to raise the recovery efficiency of the WRM. The bioreac-
tor essentially processes all the waste waters while the RO unit recovers approximately 85 percent
of the bioreactor effluent leaving 15 percent of the waste water influent as RO concentrate. The
concentrate is processed in the AEC distillation unit where nearly 100 percent of the water is
recovered. The permeate from the RO unit and the distillate from the AEC distillation unit are
anticipated to be exposed to the same posttreatment as in the MSFC WRM subsystem prior to
being checked in the water quality monitor and stored until demanded by the users.

3.6.3.2.6. Waste Management. The WM subsystem provides the collection and storage of crew
metabolic wastes. Prior to the U.S. Lab integration with the ISS, the waste management functions
will be provided on the Shuttle when docked to the ISS. Commode facilities will be in the U.S.
Lab and node 3 to collect and store crew wastes. Urinals will be in both elements to collect, pre-
treat, and store urine flush water.

Figure 3.6-4. Fire detection and suppression subsystem.

Circulation provided
by cabin
air fans

Circulation provided
by avionics air

assemblies

AirAir
Smoke

detection

CO2 used as suppressant

Portable fire
extinguisher

Portable breathing
apparatus

Not part of ECLSS

Cabin
atmosphere

Powered
rack



3-53

Figure 3.6-5. MSFC-proposed WRM system for node 3.

Figure 3.6-6. JSC-proposed WRM system for node 3.
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3.6.4. Assembly Sequence Milestones

The assembly sequence milestones are shown in table 3.6-1. The initial ECLSS equipment
will be on node 1. Node 1 will contain ventilation and fire detection equipment. The Lab will con-
tain major portions of all ECLSS subsystems. The capability to remove CO2 and trace contami-
nants from the cabin atmosphere will be implemented. Commode facilities will be included.
Node 3 will provide CO2 concentration for subsequent processing to close the metabolic O2 loop.
Water recovery will also be included as well as improved trace contaminant control technology.

3.6.5. Growth Options and Scars

Growth options and scars relative to the ECLSS are best focused on those technologies that
have the potential to reduce ISS resources and resupply requirements. More efficient processes
included in the AR and WRM subsystems provide this focus. (See table 3.6-2.) 

3.6.5.1. Atmosphere Revitalization

The dual path technology shown in table 3.6-2 lists a carbon molecular sieve for cabin air CO2
removal, mainly, because it uses less energy than the baseline 4BMS. Other technologies such as
the electrochemical depolarized cell and the solid amine water desorbed unit should be considered
for growth options. Also shown is a Sabatier reactor for reducing CO2 to water for subsequent pro-
duction of metabolic O2 to sustain the crew. In addition, Sabatier + carbon formation and Bosch
technologies should be considered for this function. Node 3 is scarred for the Sabatier reactor.

3.6.5.2. Water Recovery and Management

Both the baseline and dual path technologies listed for water recovery in table 3.6-2 are viable
candidates for ISS growth application. These technologies require extensive testing with real
waste water inputs to enhance the selection process. Also those components that are sensitive to
reduced gravity operation should be tested in the appropriate gravity environment. The utilization
of the AEC distillation technology will reduce makeup water to a minimum.

Table 3.6-1. Flight-by-Flight Buildup of ECLSS Components

Flight Component Capability

2A Node 1 Ventilation and fire detection

5A Lab CO2 removal, trace contaminant control, commode 
facilities

20A Node 3 CO2 concentration, O2 recovery, water recovery, 
improved trace contaminant control
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Table 3.6-2. ISS ECLSS Functional Buildup

Function Designation Airlock Lab Node 3

CO2 removal and 
dump

 Baseline 4BMS  4BMS

Dual path Carbon molecular 
sieve

CO2 reduction Baseline Sabatier (scarred)a

O2 Baseline before
node 3

High pressure gas 
for early backup 
and EVA or rely 
on Russians 

 

Baseline Solid polymer 
water electrolysisa

Trace contaminant
control

Baseline Expendable char-
coal catalyst sys-
tem (ECCS)

ECCS

Dual path Regenerable sorbent 
catalyst (JSC)

Advanced catalyst 
(MSFC)

Water supply Baseline before 
node 3

Rely on Russians to 
process conden-
sate and provide 
stored water

Urine flush
and other waste
water recovery

Baseline (MSFC) Vapor compression 
distillation (VCD)

Multifiltration (MF) 
(MSFC)

Dual path (JSC) Bioreactor, reverse 
osmosis and air 
evaporation or 
thermal inte-
grated modular 
evaporative 
system

Feces and urine 
collection 

 Baseline Shuttle EDO 
derived commode 
with oxygen/
sulfuric acid urine 
pretreatment 
(solid pill) at the 
urinal

Same as laboratory

aNo dual path
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3.7. Command and Data Handling System

3.7.1. Introduction

Over 100 different computers are on the ISS at AC primarily to collect data from onboard sys-
tems and payloads, process those data with various types of software, and distribute commands to
the right equipment.  The C&DH system has three primary functions.  First, it provides the hard-
ware and software computational resources to support ISS core systems command and control, to
support science (payload) users of the ISS, and to provide services for the flight crew and ground
operations. Second, it provides time reference within C&DH and to other systems.  Third, it sup-
ports functionality for other system capabilities such as the C&W subsystem, the crew health care
system (CheCS), and all other major subsystems. Information from the documents listed in the
bibliography (section 3.7.6) was used to compile this section.

3.7.2. Overview of C&DH

The C&DH system is comprised of cooperating systems from each partner including the U.S.
C&DH system, the Russian onboard complex control system (OCCS), the Canadian computer
system, the Japanese data management system, and the European data management system, as
shown in figure 3.7-1.  Intersystem cooperation is accomplished via multisegment data buses for
communication of Station-level control information, crew interface computer inputs, C&W infor-
mation dissemination throughout the Station, and overall system integration.  The architecture for
the U.S. elements consists of three tiers:  Tier 1 is for overall Station control, tier 2 is for local sys-
tem specific software, and tier 3 is for the local sensor/effector interface. 

Five major points from figure 3.7-1 that form the basis of this system overview are as follows:

The U.S. C&DH system is unique because it provides “Station-level control” software to keep
all parts of Station vehicle operationally integrated

A variety of crew interface computers are located throughout Station; crew interface comput-
ers have some common characteristics but also have some aspects unique to each partner
system

All Station computer systems have C&W capabilities, which also have some common and
some unique characteristics throughout partner systems

All partners provide numerous processing computers and data buses located within their seg-
ment with two exceptions: first, two computers located in the Zarya used to process Zarya data
and commands have hardware provided by the United States, but software within them is
Russian developed and MCC—M is operationally responsible for them; second, several por-
tions of the Canadian computer system, including the robotic workstation, are provided by the
United States

Multisegment data buses exist between partner computer systems to ensure that Station-level
control software, the crew interface computer inputs, the C&W information, and the partner
processing computers and associated data buses are functioning as an integrated system
throughout Station.
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3.7.3. Architecture and Components for C&DH

3.7.3.1. Overview

The U.S. crew interface computers receive their telemetry data from and impart their com-
mands to the U.S. C&DH computers. At flight 8A, the U.S. C&DH system consists of 25 process-
ing computers interconnected by data buses that collect, process, and distribute data and
commands. The computers consist only of the processing box; they have no associated keyboards
or monitors. The C&DH computers exchange data and commands in a hierarchical structure
referred to as “tiers.” In the U.S. C&DH system, the computers and associated data buses are
grouped into three tiers called the control tier, the local tier, and the user tier.

3.7.3.2. Hierarchical Structure

3.7.3.2.1. Control Tier. All processing computers in the C&DH system, regardless of tier, per-
form multiplexing and demultiplexing of data. However, each tier typically has another unique

Figure 3.7-1. Station computer systems at AC.
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purpose. The primary purpose of the control tier, as the name implies, is to provide the interface
for the crew and the controllers. They interface with the C&DH computers via the PCS and
MCC’s, respectively, through tier 1 only. Tier 1 provides two additional functions: it processes
vehicle level software such as C&W and Station modes and it provides the interface to the IP com-
puter systems and the orbiter.

3.7.3.2.1.1. Station-level control modes. To aid crews and controllers in configuring the systems
and preventing undesirable results, the Station-level control software is divided into seven Station
modes. Table 3.7-1 identifies the Station mode, characteristics, and example system configuration
changes when making a transition into that mode.

Table 3.7-1. Station Modes

Station 
mode Characteristics

Example system configuration 
changes

Standard Supports all nominal housekeeping, 
internal maintenance, and 
nonmicrogravity payload operations

Entered automatically by software from 
microgravity mode or manually by crew 
or ground

Serves as gateway between microgravity, 
reboost, proximity operations, and 
external operations modes

Change IP segments to standard mode
Power on and activate payload computer
Shut down EVA operation support 

equipment
Shut down ARIS
Shut down MT

Microgravitya Supports all microgravity payload 
operations

Entered manually by crew or ground

Change IP segments to microgravity mode
Shut down space-to-space subsystem radio
Start up ARIS
Configure GN&C to CMG attitude control 

mode

Reboosta Supports ISS orbit reboost operations
Entered manually by crew or ground 

Change IP segments to reboost mode
Configure GN&C to CMG/RCS

Proximity
operationsa

Supports all nominal rendezvous and 
departure operations for the Orbiter, 
Soyuz, Progress-M, and all other exter-
nal vehicles

Entered manually by crew, ground, or 
external vehicle 

Change IP segments to proximity 
operations mode

Configure space-to-space subsystem radio 
to orbiter mode

Configure GN&C to CMG/RCS assist 
attitude control mode 

External
operationsa

Supports all external assembly and 
maintenance operations involving EVA’s 
and external robotics

Entered manually by crew or ground

Change IP segments to external operations 
mode

Configure space-to-space subsystem radio 
to EVA mode

Configure GN&C to CMG/RCS assist 
attitude control mode

Survival Supports long-term ISS operations in 
presence of major failure and lack of 
operator control

Entered manually by crew, ground, or 
external vehicle automatically upon 
detection of complete failure of critical 
ISS functions

Change IP segments to survival mode
Shut down user payload support equipment
Shut down ARIS
Shut down EVA operation support 

equipment
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Station modes are very similar to major modes used on the Space Shuttle.  The Station is only
in one mode at a time; the mode reflects a major operational activity, and the Station must be com-
manded to change to another mode.  All mode transitions can be manually commanded by the
onboard crew or the ground.  Transitions to proximity operations, survival, or assured safe crew
return (ASCR) can also be commanded from an external vehicle.  The Station-level control soft-
ware can automatically change to only two modes: survival from any mode and standard from
microgravity mode only.  Notice that when a transition to a mode occurs, the software always
automatically issues commands to the IP segments to make a transition to the required mode.  This
reflects the “multisegment” nature of this software.  Also notice that the transition between modes,
from microgravity to proximity operations for example, must always be through the standard
mode except for survival and ASCR modes.

Figure 3.7-2 depicts a typical mission cycle of 50 days that includes a Shuttle arrival and
departure.  Notice that a standard mode is located between all other modes.  The frequency of
mode transitions could be as high as several in a couple of days (proximity operations) or as low as
once  per  month (sustained microgravity). In general, mode transitions should take less than
10–15 min to complete.  Mode transitions are always initiated before the new operation begins and
always finish with a message to the operator when the transition is complete.

3.7.3.2.1.2. Time management. Time is received by the C&C processor from one of four sources:
the GPS time (nominal), the Russian segment time reference, uplink from the ground, or the C&C
reference clock.   The source selection is under operator control.  Each C&DH processor is syn-
chronized to time from the controlling processor in the tier above.  For example, tier 2 processors
are synchronized to the active tier 1 processor, and tier 3 processors are synchronized to their con-
trolling tier 2 processor.   Time synchronization is kept to within 350 µsec of the reference for the
system.

3.7.3.2.2. Local Tier. The primary purpose of the local tier or tier 2 is to execute system-specific
application software. An example of this, tier 2 application software is the ECLSS software that
monitors CO2 levels in the Station atmosphere and controls airflow to the carbon dioxide removal
assembly (CDRA).

3.7.3.2.3. User Tier. The main purpose of the user tier or tier 3 is to provide input/output process-
ing to the thousands of sensors and effectors on the Station.  Examples of sensors and effectors
that tier 3 computers interface with include temperature sensors, pressure sensors, rack flow
control assemblies, and remote power controllers. The tier 3 software converts the sensor analog

Table 3.7-1. Concluded

Station 
mode Characteristics

Example system configuration 
changes

Assured safe 
crew return

Supports emergency separation and 
departure of Soyuz vehicles for 
unplanned crew return

Entered manually by crew, ground, or 
external vehicle

Change IP segments to ASCR mode
Shut down user payload support equipment
Shut down ARIS
Shut down EVA operation support 

equipment
Command GN&C to attitude selected for 

Soyuz departure
aMode also supports all housekeeping, internal maintenance, and nonmicrogravity payload operations that 
are comparable with the mode.
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data to digital data and monitors the condition of the attached hardware. Thus, tiers 1, 2, and 3 pro-
vide the crew-controller interface, execution of system application software, and sensor-effector
interface, respectively. 

3.7.3.3. Hardware Components

The three tiers are composed of various processing computers and buses. The four major types
of U.S. hardware are the U.S. processing computers that control Station systems, MDM’s, associ-
ated buses, and the payload network components.

3.7.3.3.1. Multiplexers and Demultiplexers. As discussed previously, these computers not only
complete multiplexing and demultiplexing tasks, they also run application software and process
information. Each MDM consists of a chassis containing a backplane with up to 16 slots and the
cards needed for the unique tasks of the MDM.  The main processing card, also referred to as the
“input/output controller unit (IOCU),” can be enhanced to early IOCU by adding a math coproces-
sor or extra random access memory (RAM).

The MDM’s can also contain mass storage device (MSD) cards and an associated hard drive.
Other cards within MDM’s include serial parallel digital 1553B (SPD-1553B) cards to control bus
communication, various input/output (I/O) cards that interface directly with sensors and effectors
and power supply cards. The power for each MDM is provided by a two-card power supply.

3.7.3.3.2. 1553 Buses. The MDM’s exchange data and commands between themselves via 1553B
buses, which are named because they adhere to the bus protocol established in the Military Stan-
dard Number 1553B, Notice 2. The 1553B buses are also used on the ISS for communication

Figure 3.7-2. Station mode during typical mission cycle of 50 days.

St
an

da
rd

 h
ab

ita
bl

e

Pr
ox

im
ity

 o
pe

ra
tio

ns

Pr
ox

im
ity

 o
pe

ra
tio

ns

St
an

da
rd

St
an

da
rd

St
an

da
rd

St
an

da
rd

M
ic

ro
gr

av
ity

R
eb

oo
st

E
xt

er
na

l o
pe

ra
tio

ns

1 2 3 4 5 6 7 8 9 10

Maint
OPS

Resupply OPS

Orbiter separation

Orbiter
dock

Orbiter-attached operations

Rendezvous

Prepare
for

reboost

Prepare
for

micro-g

Reboost
OPS

Microgravity
operations



3-62

between a C&DH MDM and "smart” components in other, non-C&DH systems. Smart
components are those which have the ability to process their own information, such as firmware
controllers.

3.7.3.3.3. Payload Network Components. The payload network components include payload
MDM’s (PL 1, PL 2), the payload 1553 buses, the APS, the payload Ethernet hub gateway
(PEHG 1 and PEHG 2), and additional Ethernet and fiber-optic payload networks. The payload
components provide the ability to switch between the payloads and different networks. This abil-
ity allows faster and more efficient data collection needed for payloads. 

3.7.3.3.4. Crew Interface Computers. Since Station-level control software is part of the U.S.
C&DH system, the crew can command a mode change only through the U.S. crew interface com-
puter used to control the vehicle, called the PCS. However, seven different types of crew interface
computers are on the Station at flight 8A (table 3.7-2).

Table 3.7-2. Crew Interface Computers at Flight 8A

Type of crew 
interface computer Purpose Hardware and software Location at flight 8A 

Portable computer 
system

Execute Station mode
changes 

Manage Station C&W 
Command and control U.S. 

systems

IBM ThinkPad 760XD laptop 
at flight 8A 

Data and power cables 
Various PC cards 
Six PCS’s on station at 

flight 6A 
Two general purpose printers 

available in U.S. Lab 
Solaris UNIX operating 

system

PCS Ports: 
In Lab 
Two in SM 
Two in Zarya 
Two in airlock  
Two in orbiter

Station support 
computer

View U.S. and multisegment 
electronic procedures

Use inventory management 
system

View and edit onboard 
short-term plan

Provide standard office 
automation tools and 
other crew support 
software

IBM ThinkPad 760XD laptop 
at flight 8A

Power cables
Radio frequency (RF) PC 

cards
One SSC on Station at flight 

6A (seven “early” SSC’s 
also available at flight 6A, 
but use earlier version of 
laptop, IBM 760ED)

Windows 95 operating system
Additional ThinkPad will 

serve as file server for RF 
local area network that 
allows SSC’s to 
communicate to server

Minimum of three RF 
access points 
placed strategically 
throughout modules 
to maximize RF 
coverage

Access points include 
power supply 
connections

Control post 
computer

C&C Russian systems using 
combination of software 
and hardware switches

Manage Station C&W

One fixed console with inter-
facing laptops

SM
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3.7.3.3.5. Caution and Warning. The C&W subsystem alerts the crew and ground of conditions
that (1) endanger the safety of the crew or Station, (2) threaten mission success, or (3) indicate out
of tolerance conditions. Events that trigger the C&W subsystem are grouped into four classes that
are common across all partner segments. These classes range from class 1, which is a life-
threatening condition, to class 4, which is an advisory regarding system information.  The tone and
color associated with each class is also depicted. Only three emergencies are defined on Station:
fire, loss of pressure, and toxic atmosphere.

The C&W panel consists of five push-button lights: one for each of the three emergencies, one
for warning, and one for caution. Also a test button will ensure that the lights are still functioning.
The emergency and warning buttons are red, and the caution button is yellow  (fig. 3.7-3).

3.7.3.4. Software Components

At AC, the U.S. segment alone has over 300000 parameters compared with approximately
12000 parameters for a typical Shuttle flight. Extensive telemetry was designed into the ISS
because of the long design life of the ISS and the need to complete maintenance on orbit as well as
the desire to gather as much data as possible from the long duration environment.  Managing this
large volume of data requires extensive software capabilities. Four major software operations are
performed by the C&DH software: telemetry, commands, time synchronization, and automated
fault detection, isolation, and recovery (AFDIR).

Table 3.7-2. Concluded

Type of crew 
interface computer Purpose Hardware and software Location at flight 8A 

Russian laptop C&C Russian systems
Manage Station C&W

IBM ThinkPad 760ED
Data and power cables
Various PC cards
One general purpose printer 

for Russian segment

Russian laptop ports:
Four in SM

Payload laptop and 
payload rack 
computers

Command and control 
payloads 

TBD
Many payload laptops run 

independently from com-
puter systems; do not 
require port connectivity

PL ports:
U.S. PL ports and 

one NASDA port 
in U.S. Lab

TBD ports in Russian 
segment

RWS computer Command and control 
robotics

Manage Station C&W

Two fixed robotic 
workstations include two 
hand controllers and 
dedicated processing com-
puters

PCS connects to robotic 
workstation or to various 
robotics ports

Robotics ports for use 
with PCS:
Two in Lab

CHeCS laptop Monitor crew health IBM Thinkpad 760XD Crew health ports:
Six in SM
Three in Lab
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3.7.3.4.1. Telemetry. The crew has access to any data in the C&C MDM providing that a display
item is associated with it.  After flight 5A, crew members may have more access and insight to
data than MCC—H controllers.  Unfortunately, currently no method exists for the C&C MDM to
know whether the data it is holding are stagnant (not being updated by the lower tiered MDM due
to a failure).  Additionally, it is important when trying to access telemetry on the PCS to know
whether the PCS is connected to a tier 1 control bus or a tier 2 local bus.

3.7.3.4.2. Commands. To aid in troubleshooting across the highly distributed complex C&DH
system, command response indications are provided to crew members via the PCS command dis-
play. The PCS that sent the command receives both negative command responses as well as all the
positive command responses reflecting the successful progression of the command through the
C&DH system. MCC—H only receives negative command information.  Again, crew members
may have greater insight than MCC—H because of bandwidth limitations. 

3.7.3.4.3. Time Synchronization. Time management capabilities are available to crew members
and controllers through C&DH displays.  Bus communications need to be precisely timed and
“synchronized” across C&DH.  Precise timing of the computers is used to collect data at three dif-
ferent rates: 10, 1, and 0.1 Hz.  Data are sent to the PCS displays at the fastest rate, 10 Hz.  To
ensure correct data are available to fill PCS displays, MDM time synchronization is critical.

3.7.3.4.4. Automated Fault Detection, Isolation, and Recovery. The C&DH software has two
major types of automated fault detection, isolation, and recovery (FDIR) capabilities: one declares
bus failures and the other declares MDM failures.  Crew members or MCC—H can enable or dis-
able either of these automated FDIR capabilities.  Enabling and disabling FDIR software is used
extensively during Station assembly operations.

3.7.3.5. C&DH Operations

TBS

3.7.4. Assembly Sequence Milestones

TBS

Figure 3.7-3. Caution and warning panel.
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3.7.5. Growth Options

Because of the extensive cabling infrastructure of the C&DH system, which cannot be
changed out on orbit, upgrades are limited to enhancements to the ORU components. These
enhancements include the MDM’s, the APS, the C&W panels, and the PEHG. One candidate for
upgrade is the MDM. This ORU could be upgraded with current technology electronics with a
constraint that current software must continue to work as on the baseline component (with the
exception that it may run more efficiently). The cabling infrastructure limits imply that data
throughput must be confined to those which can be accommodated by the existing connections for
each ORU. Power and thermal constraints must also be kept lower or equal to the baseline unit. An
upgraded MDM can potentially be used to provide better service for the function of the unit it is
replacing by allowing more complex processing that would be available from the new component.
Upgrades to the other ORU components can be similarly performed as long as the pertinent con-
straints are accommodated by the upgraded components. Other areas for growth include the imple-
mentation of wireless computers, advanced very high capacity onboard data storage mediums, and
the routing of high rate payload data to the optical communication demonstration equipment for
downlink.
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